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Abstract The algorithm proposed has a user-centric apprcacbe
This paper proposes an algorithm for Dynamic Resourbit rates are not only allocated by network coristsa but
Allocation (DRA) in uplink WCDMA systems for nonae users’ expectations and requirements. This feallmvs
time services. The main objectives of DRA are teue@ 2 maximize the utilization of the radio resourcesadsnction
minimum Quality of Service (QoS) for all users, atd of the service profiles of the users [5].

maximize the utilization of the radio resourceseVUS  The rest of the paper is organized as follows. iSedt
works have proved the utility of Hopfield NeuraltWerks  resents the WCDMA constraints that the DRA algonit
(HNN) to implement DRA algorithms to maximize f3irl 514 take into account: maximum uplink systemdjoa
the total allocated bandwidth among users. Th'sepapmaximum terminal power, minimum user bit rate, and

presents an enhanced version of these algorithms rti%ximum packet delay. Section Il presents the tmiu
g]et;fedru(gglg a packet delay control technique, got@r@ing a adopted for the DRA problem based on a HNN. Seddbn

’ presents the proposed DRA algorithm. Section V show
| Introduction some numerical results obtained by simulation. Iinghe

Nowadays mobile wireless communication systems apaost important conclusions are drawn in section V.
characterized by offering a wide range of serviggeech, .
video, data download, multimedia, etc.). Services al!l: DRA Constraints
characterized by different user profiles with distiQuality ~ 1HiS paper assumes a WCDMA system where a set of
of Service (Q0S) parameters, e.g. minimum bit ratel possible bit rates_ are gllowed. Eaph user is chanaed_by
maximum packet delay, and differ in the amount of subset of possible bit rates, defined by the tyfpservice
resources required. In these increasingly comptexarios, he is subscribed to. For the sake of simplicity] anorder
the need of an efficient Radio Resource Managemelft compare results with [5], a single isolated ¢els been
(RRM) becomes crucial to maximize the utilizatiohtlee  considered.
radio resources while assuring a minimum QoS. Thelf N is the number of users demanding for resources, an
Dynamic Resource Allocation (DRA) algorithm arisessa M is the number of possible bit rates, the DRA atpar
key element in the system, since it will determithe shall find the optimal bit rat&®,; i=1,... N, for each user
amount of radio resources allocated to each useael satisfying the following constraints. The proposB&RA

instant. algorithm works on a frame by frame basis.
The DRA problem has been widely studied in the
literature, e.g. [1]-[5] and references therein. pfigld 11.1. Load Constraint

Neural Networks (HNN) have been successfully emgdoy |n WCDMA systems the total load in the uplink is
to implement DRA algorithms, e.g. [3] for GSM an®BS  controlled to avoid exceeding a predefined vafugnay to
and [4], [5] for UMTS. The main benefit of the HNBIthe  ensure a minimum coverage of the service area.|d
high computational speed of its hardware implent@Ta narameter represents the interference experimenyethe
that perm|t_s real-time running of the algorithm,at/irs not base station that comes mainly from all the code-
possible with other analytical solutions [6]. multiplexed users in its cell. Limiting these irfeeences to

Previous works as [4] and [5] have tried to giveoaition 5 mayimum value ensures a certain QoS since WCDMA
to the DRA problem by using HNN, to maximize théato systems are usually interference-limited.

allocated uplink bandwidth, and with the introdoatiof a The total load in an isolated cell can be calcdate:

cost function, they also try to obtain a proporébn N

allocation [4] or to allocate the bit rates ovee thser Mo :Z W <101 max @h)
satisfaction [5]. However, they only solve the DRartially, i q4_ T

not guaranteeing a global QoS (i.e. packet delaynas Ey

considered). This paper proposes a DRA HNN-based N, iR"’i

algorithm, based on [4] and [5], to consider battrdte and

delay constraints, being thus possible to providevises

with controlled bit rate and delay. The delay cohtr
technique adopted is based on [7], and prioritizesrs by

their buffer size.

whereW is the total transmission bandwidth afi, /N, )
is the energy per bit to spectral density noise gyoratio of
thei-th user.

A new connection is only accepted if the load o th
system with all the current users transmittinghegt fowest
bit rate of their subset does not exceed a cettagshold,
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called admission control threshold, lower thapmax This more priority than users with empty queues. Whendilay
threshold is introduced as a security margin tovalthe of the transmitted frames of a user exceeds a icerta
system to allocate higher bit rates in order tongrait threshold, the algorithm will temporally eliminatee lower
packets with high delay near deadline. bit rates of his subset to guarantee a higher rmeasson
speed.
II.2.Power Constraint
The power constraint takes into account the maximuril. HNN-based Optimization
power that mobile terminals can transmRrn.x The The DRA is a NP (Non-deterministic Polynomial time)

transmitted terminal power can be approximated by: problem that makes impossible finding an analytical
E, RoiLpiPy solution for an elevated number of users. As meetioin
R :(N_J Wi = P max (2)  the introduction, the main reason for using a HNNits
0 /iltarget T hardware implementation speed that, taking adventéghe
whereL,; is the path loss between thth user and the baseinherent parallelism of the network, makes posséleal-
station andPy is the thermal noise. time running of the algorithm.

When a terminal needs more power than the maxinmum i
order to guarantee tHE, /N, ), target, it is out of coverage !Il.1. HNN Model
for that bit rateR, ;. In that case, the algorithm will allocate a A HNN is composed by a set of interconnected nesiron
lower bit rate if it is available in the subsethetwise the Neurons will change dynamically their state unéiching
connection is lost. In any case, these dropped emiioms an equilibrium point. Hopfield showed that an eryerg

would become usually handovers in a real systemn mitre function E can represent the dynamics of the HNN, and that

than one cell. the problem of finding an equilibrium state of theurons
can be solved by finding a local minimum of the rgye

I1.3.Bit Rate Constraint function [8], [9].

This algorithm only allocates to each user onehef bit ~ The dynamics of the HNN can be expressed as:

rates predefined in the associated subset. Themmainbit du, _ U; O0E 4

rate ensured is thus the minimal bit rate in tHeset! da 7 av, )

whereU; andV; are the input and output of theh neuron,

andr is the time constant of the circuit. The relatitps

%)Stween the outputs and the inputs of the neursnson-

inear, and is given by the sigmoid function:

[I.4.Delay Constraint

QoS is not only defined by the minimal bit rate blgo by
the maximum packet delay. So far the aforemention
constraints have been considered as hard constramt if 1
they are exceeded they result in dropped connection V= fU)=—pf (5)
However, the delay is considered as a soft comstsaice it 1+e™
does not result in any dropped connection. Packé¥fereais the gain of the neurons.

exceeding their maximum delay are dropped but the )
connections remain on. I11.2. Problem Formulation

The delay control technique adopted is based on thdn€ DRA problem can be formulated in terms of a 2D-
Service Credit (SCr) concept proposed in [7]. ThRAD HNN with L=N-M neurons, being the number of neurons
algorithm intends to transmit all the traffic patke N the HNN N the number of users in the system &hthe
generated by the users before the maximum sereicey.df num!oer qf pos§|ble bit rates. Users are then repted in
the packet's queue of one user grows, it meanstiieabit the first dimension of the neural network (by rowshereas
rate allocated to that user is not high enough,taadystem the second dimension represents the set of podsitiates

should reallocate a higher bit rate in detrimenotbier users (Py columns). It is worth noticing that only twoast
with empty (or shorter) queues. neurons are taken into account: OFF or 0, and OMN. &

The SCr of each user is updated every frame foligwi ~ N€uronV; is ON if thei-th user has theth bit rate allocated.
bitsY Notg that the rest of the neurons of rgveorresponding to
scf = L{ sci L g{fl)JD userj, Vi, I#, must be OFF.
T ’ With these conditions, the absolute energy function
bits) ©) minimum occurs in one of thd-Zorners (since each neuron
[SC((H) 208 I‘{ﬁ'”} (bits/s) has two different stated/, 0{01} ) of the L-dimensional
T hypercube. After solving (4) numerically by the &ul
where SC{(") is the credit of thé-th user in thé-th frame, technique and reaching a stable state, each nésirset to
bits,(") is the number of bits generated by itk user in the ON if Vj is greater or equal than 0.5, or to OFFVjfis
k-th frame ande(‘fi) is the allocated bit rate for thieh user lower than 0.5.
in thek-th frame.u(-) is the unit step function anflis the = The energy function proposed in this paper is basethe
frame period. proposal made in [4] and [5], with a modification the
These credits do not depend on the value of thérmam second term to introduce the load of the systeredus of
delay but they only ensure that users with longuggehave



the total allocated bandwidth. The energy functionEach frame the HNN algorithm schedules the active

formulation is: connections, taking into account incoming useremiing
LN B u, M. communications. The HNN algorithm starts with aftiah
E= 722 GV = 1‘,7— + state that is exactly the last resource allocafitoreover all
== UL max new and accepted connections are supposed to ftaimsm
Hs <~ Hy o this initial state with their smallest bit ratesiahks to these
+— VL — V. 1=V, |+ 6 s o . . . .
2 ;;w” 2 IZ:; ~ ”( ”) © conditions it is possible to obtain the solutionthwihe
) minimum changes.
N M . , . .
+&Z 1_2\/” . The numerical Euler’s technique to solve (4) irDatl2NN
2 i=1 =1 ! Is:

U, [t+at)=u, [t)+ At{—Uij (t)—:TE} (1)

The first term of the energy function, weighted by i

introduces the cost functio@;. This function takes into

A : whereAt is the time interval over which output voltages of
account the prioritization made by the Service @seaf (3) P g

neurons are observed and updated. The gradienheof t

as follows: (F )F energy function can be calculated as:
ully
T L T @ 0B o (A1
X X 1
E;gﬁl’\\/‘l}} e aVij 2 2/7UL max 1+ L
SILLC SR )
Ty :SCf( +?_Ro,i (8) N, .
here (ji) represents th@th bit rate of thei-th user. The y7A My u
term &Fij J\; is the Service Credit of the next frarfie+1) e +7(1—2\/ij )- s 1—|Z=1:ViI

if the j-th bit rate is allocated to theh user at the end of the The equilibrium state is reached when the outputhef

algorithm. The value of the cost function incre the neuronsV; changes less than a tolerance. All the outputs are

credits, increasing thus the energy function asl.wite . .
dynamics of the HNN will tend to minimize the costcaICU|ated each frame using (5) and the solutiofl by

function value and hence to minimize the numbecreflits. V. DRA HNN-b | Algorithm

That is, it will increase bit rates of the userattare not high The DRA proposed algorithm consists on three paints:

enough to transmit all the packets they generate. ~admission control algorithm, the delay state chac#l the
The 1, term forces the system to allocate the maximupyn optimization.

resources that can be utilized, making the totadllend t0  The admission control algorithm decides, at theirbéng

the maximum. of each frame, which new connections are admittethé
The B¢ factor, with: system. A new connection is only accepted if ttallof the
_ Mo system, computed assuming that all the existingsuaad
¢=u T - 9 the new one are transmitting at their lowest sadisiry bit

max

o ) s rate, does not exceed the admission control thigsfitie
is introduced to penalize the situations Wheig>/7uimax  lowest satisfactory bit rate is set in the userfigroas a
The load expression in (1) has been modified tmihice fraction of the maximum service bit rate. In castt

the voltage of the neurons as follows: satisfactory bit rate was eliminated from the stifse one
Ju V; user, then it is set to his new minimum bit rater &ll new
Mo = ZZ—W = o max (10)  connections their service credits are initializedero.
= J211+E7 Once the admission control algorithm ends, the DRA
bJ Ro(ji) algorithm checks the delay status of all users. dlerithm
No )i increases the minimal bit rate of users that excied

On the other hand, thgs term uses thgy matrix. This maximum delay threshold, and deletes the packeds th
matrix represents the bit rate subset of each wskere €xceed the maximum allowed delay. The new mininial b
;=0 if thej-th bit rate is usable by ttieth user andy=1 rate is calculated to ensure the transmission efethtire
otherwise. Theus term penalizes the energy function if th?uffer in time, but it must never exceed the useraimal
bit rate allocated to a user is not in his subdat.stated Pit rate. With these restrictions, the new minirbilrate for

before in section I1.3, if one user exceeds a oerarvice thei-th user can be expressed as:

delay threshold, thgy matrix is temporarily changed to . () 2 B,(b)
suppress the minimum bit rate of that user. Romini = MiN mfl)(vai ); t,(b) (13)

correct and stables states of newrons. er forces the “ereLss 1 the buffer lengthB(b) is the number of bt
A stored in theb-th position of the buffer and(b) is the

minimum to be in the corners of the hypercube, dedus deadline for the data in tfeth position.
term forces users to have only one bit rate albgtat
[11.3. Dynamics of Hopfield Neural Networks



Table 1: Delay statistics.
Bit rate| Delay | Average % of packets with
class | class delay exceeded delay
SR 05s 0.046 s 0.0043 %
15s 0.094 s 0%
3 SR 05s 0.041s 0.0036 %
= 15s 0.087 s 0%
SR3 05s 0.027 s 0.0002 %
15s 0.033s 0%
Allocated load Table 2: Garcia’s solution [5] delay statistics.
0 o o — Zesma”ded '°ad3 ) Bitrate| Delay | Average | % of packets with
: Time (hours) : : class | class delay exceeded delay
Figure 1: Comparison of the demanded and allocated load | gg 0.5s 2.011s 9.564 %
in a simulation time interval. 15s | 2139s 8.993 %
SR 05s 0.034s 1.128 %
15s 0.060 s 0.613 %
1000 ‘ | ‘ ‘ WW ors | 05s | 0.049s 0.018 %
0 WMMMWW M 15s 0.051s 0%
§-800‘ \‘r‘ lH ‘ “ M | ‘ | T
£ consists in one isolated cell with radius 1 km. Pla¢h loss
2 600 for thei-th user is calculated using:
8 L, (dB)=1281+ 376l0g,,(d,) (14)
% 400 whered; is the distance in km between thiéh user and the
% center cell. Users are on the move with a randopedp
o uniformly distributed between 0 and 60 km/h. Therthal
e 2 — | noise power level is -102 dBm. The total transmoissi
roposed solution ! X I A
bandwidth,W, is 3.84 Mchips/s. The maximum load factor,
% 05 1 15 5 25  NuLmax IS Set to 0.7. The allowed bit rates are {256:kh28
Time (hours) kb/s, 64 kbis, 32 kbls, 16 kb/s} and tBg/N, ratio for all
Figure 2: Total allocated bit rate of the proposed solutionthe bit rates is 5 dB [5]. The load and delay thotds are
and the Garcia’s solution [5]. set to the 50% and 80% of the maximum respectively.

The parameters of the HNN network considered aee th
At this point it must be ensured that the HNN aipon  following:
could find a feasible solution, i.e. that the tdtsld with all M4, =1000 4, =5000 p,=8000 u, =100
the users transmitting with their minimum bit réagebelow M =6000 £ =10 At =107 a=1
the maximum allowed. Otherwise users are droppedJser’s sessions have a Poisson arrival distribukitth an
following a predefined priority scheme. arrival average rate of 0.2 calls/s, and an expiglen
Next, the HNN algorithm is called and the new reseu duration distribution with mean 120 s. The frameiqukis
allocation is obtained. However, after the HNN dditional equal to 0.1 s.
function is included to perform a local search Witlgreedy User'’s packets are generated each frame with aonand

algorithm, since there is always a possibility tae sjze The packet size probability density funcimset to:
network finds a local optimum located near the glob 12R,, 6 \B 4 6R,
[ vi J (S - Vi

optimum. The greedy algorithm tries to increaselesrease - : = -
the bit rates of connections with a priority schethat Romaxi  Romad ) T Romad  Fomaxi
favors small changes in bandwidth. Note that itsdaet whereT-Ryy; is the average packet size of tht, Rynay; iS

compromise on computation time because the numbertrqe maximum bit rate of theth user andB; is the packet

coml.)ina.tions needed for finding a better (or Opt)masize. The average packet size is set to the 40%hef
solution is very small [4].

. maximum, i.e Ryayj=0.4Romaxi-
Finally the SCr for all the users are updated. Six types of service haveJ been considered. Eaclicees
characterized by a subset of allowed bit rates and
maximum delay. Specifically, three different sulsset bit
ates are considere@®RL. = {256 kb/s, 128 kb/s, 64 kb/s, 32
b/s, 16 kb/s},SR2 = {128 kb/s, 64 kb/s, 32 kb/s, 16 kb/s}
and SR3={32 kb/s, 16 kb/s}, and two maximum delays for
each subset: 0.5 s and 1.5 s. The minimum satisfatit
rate is set to the half of the maximum servicedi¢.

(15)

V. Results
V.1. Simulation Scenario

This section presents some results obtained with t
proposed DRA algorithm. The scenario adopted isstrae
used in [5], to be able to compare results. Thenaie



V.2. Simulation Results
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