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Abstract-This paper proposes a Dynamic Resour ce Allocation
(DRA) algorithm for packet data services in wireless
communication systems based on Hopfield Neural Networks
(HNN). The resource allocation algorithm assumes a delay-
centric approach in that it maximizes resource utilization of the
overall system while minimizing the packet delay. The real-time
working capability of HNN hardware implementation means
that a very powerful scheduling DRA algorithm can be obtained.
A generic formulation of the algorithm is presented to establish
the optimal bit rate allocation. In addition, some illustrative
examples of this formulation are given, considering specific
wireless communication systems, such as GPRS or UMTS. To be
mor e precise, the performance of the proposed DRA algorithm is
evaluated in a realistic UMTS scenario, considering both real
time (RT) and non-real time (NRT) services. In order to obtain
the best resource distribution and to fulfill the different Quality
of Service (QoS) levels required by RT and NRT services, the
new HNN-based delay-centric DRA algorithm is performed twice.
Initially only the RT services are considered and following this
all the NRT services are taken into account. The results reveal
that the proposed DRA algorithm outperforms other reference
algorithms not only in terms of average packet delay, but also in
terms of the allocated total bit rate.

Index Terms—Dynamic Resource Allocation (DRA), Hopfield
Neural Networks (HNN), Wireless Networks.

I. INTRODUCTION

Mobile wireless communications are in constant etioh
due to the continuously evolving requirements
expectations of both users and operators. Thisfleated in
the spectacular increase in both the quantity amality of
mobile services, especially packet-based data Vi
Moreover, in the near future, wireless networkd wdnverge
towards the sole use of IP-based protocols, meathiagall
services will be delivered using IP.

Generally speaking, mobile packet data services lman
classified in terms ofeal-time (RT) andnon real-time (NRT)
services. The main difference between these senikehe
extent to which traffic is delay-sensitive. RT dees, such as
voice or video calling, are characterized by acstdelay
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constraint defined by a maximum tolerable delayckets
exceeding their maximum delay requirement are Ugual
discarded. In contrast, NRT services, such as FTRvab
browsing, are characterized by a bursty traffictqyat and
non-rigid delay restrictions. Although a maximumlageis
usually not considered in NRT services, the serusponse
time, defined as the period of time elapsed siheerequest
instance up to complete message reception, isisfasaory
measure of the quality perceived by the end usgreaally
for those services referred toiateractive NRT services (e.qg.
web browsing or instant messaging). This measure
important since users expect the message to beedsdi
within a certain time. As such, shorter delays lteisugreater
user satisfactianWith regards to this, a maximum desirable
delay has been defined for all NRT services whibe t
network operator tries to ensure, although it carekceeded.
The main difference between interactive abatkground
NRT services (e.g., FTP or email) is that backgtousers are
not expecting the data within a certain time, asdsiach are
not aware of the duration of the transmission.

From a Radio Resource Management (RRM) perspective,
when demand for a new RT service occurs, a FixesblRee
Allocation (FRA) is typically performed. Thereby, faxed
amount of resources is reserved for the new coiamefdr the
entire duration of the session. This policy is iequate if the

is

anttaffic generation rate varies significantly or whehe traffic

source is discontinuous. These are the main feaff®&RT
services which can also apply to some RT servigek as the
compressed video. Thus, with this approach onliwaaisers
transmit but both active and inactive users areneoted to
the system. On the other hand, Dynamic Resouraacétion
(DRA) algorithms establish different connectionseowhe
same resources and perform a scheduling policystoluite
the resources usage. Thisaring policy leads to improved
resource utilization. However, to achieve this aadm
scheduling algorithm which can guarantee userfaatisn in
terms of Quality of Service (QoS) is required. Tdigective
of the DRA algorithm is to select the optimal ambahradio
resources to be allocated for each user. This ligesuto
certain restrictions in terms of total availablsaerces, QoS
requirements (distinct for each service and usetfilp},
coverage constraints, etc. (for examples see [[1]-BRA
algorithms are executed every time a new user ®ritex
system (following acceptance by the admission abntr
algorithm), and during the user sessions.

Certain DRA techniques allocate resources to thersus
with the best channel quality [1], [2]. This policgan
maximize the average throughput of the systemwltitt an
unfair distribution that implies lengthy delays fasers with



poor channel quality. Other techniques establispriarity
policy for the various types of users and dynaniorjties are
assigned to packets belonging to the same classdbas
packet lifetime [3]. Although these algorithms canhance
the average packet delay, they fail to consider
maximization of resource utilization. Other appioas
describe the DRA as an optimization problem anchioba
suboptimal solution with genetic algorithms [4]].[5hese
techniques obtain satisfactory results, albeibatéxpense of
a high computational burden due to their complexity

To sum up, to date most of the techniques repartetie
literature are either incapable of achieving optimiesource
allocation or cannot operate in real-time. HopfieNeural
Networks (HNN) have been used as a rapid solution
optimization problems, e.g. the traveling salesrpaoblem
[10] and [11], the N-queens problem [12]. In aduiti with
respect to wireless networks, HNN have been empldge
dynamic channel allocation [6] and [7], and for dgric
resource allocation [8] and [9]. HNN have the cétyeo find
suboptimal solutions in a few microseconds [8], akhis fast
enough to establish a new resource allocation tnarae by
frame basis in current wireless communication systée.g.,
in UMTS the frame period is 10 ms). The first stutly
introduce an HNN-based algorithm in a wireless esystvas
that presented by Del Re et al. [6] that was baiit the
research work carried out by Lazaro and Girma THey
proposed an algorithm for the dynamic distributia
frequency channels over the cells of a GSM systegether

other scheduling algorithms in a UMTS scenarioalyn the
central conclusions are outlined in Section VI.

II. DRA CONSTRAINTS

the The DRA problem centers upon finding the optiméalrate

allocation for all active user given a certain sktimitations

or constraints. The actual implication of such ¢@ists must

be carefully reflected in the algorithm design. ®oaf these

are hard constraints, and need to be satisfied, for example
such as the maximum quantity of resources to lecatied.
Others aresoft constraints and these can be eventually
exceeded, such as the maximum packet delay for NRT
services.

A. Load Constraint

All wireless communication systems have a limited
guantity of resources for distribution among therasin turn,
each bit rate has a corresponding amount of ressufor
allocation. This not only depends on the actualrafe, but
also on other factors, such as user location, feremce
conditions, etc. Obviously, greater bit rates dednamore
resources. The type of shared resources depends theo
RAT under consideration, e.g., time slots in GSKMnsmit
power and spreading codes in UMTS or the bit raté/LAN.
It should be noted that all the available resouroay not be
within the control of the DRA algorithm, as some these
may be reserved for other uses (e.g., handoversference
level reduction, etc.). Besides, some systems naag imore

with a guard channel technique for handovers. Almd athan one load constraint, such as occurs for thventiiok in
Ramakrishna [8] were the first to use HNN for sotyithe UMTS, which operates with a maximum transmit poeed a
DRA problem. In the main, their algorithm aimed tomaximum number of spreading codes.

maximize the allocated resources and to obtain ia fa In general, the system load can be defined asrthopion

distribution among users. Garcig al. [9] applied this
philosophy to the distribution of resources in aND®system
in a manner which would satisfy the bit rate expgonhs of
users.

of resources consumed:
_ total allocated resource
= : : )
total available resource
Typically the load constraint is a hard constraid. such,

These previous studies based on the use of HNN& hgne ‘DRA algorithm must ensure that the load factever

tried to solve the DRA problem from a throughputicie
perspective. In other words, the main focus was thoe
maximization of the total allocated bandwidth. Hewe the
DRA problem has only been partially solved, failing
guarantee an overall QoS to users since, in thedstimg
process, the service response time has not beesideoed.
This paper presents a novel DRA algorithm baseddbiiN
with a delay control technique, called the HNN getantric

(HNN-DC) algorithm, which tries to maximize resoarc

utilization, while minimizing the packet delay. lorder to
prioritize RT services and minimize the RT packeipging
rate, the algorithm manages RT and NRT servicearaggly.
In the case of NRT services, background services
differentiated from interactive services by settinlgeir
maximum desirable delay to infinite. When considgrthe
overall wireless system and the user delay comssraihe
HNN-DC algorithm can provide services with an opted
user bit rate allocation together with a controltiediay.

The remainder of the paper is organized as foll&estion
Il presents the constraints for consideration wéstablishing

the DRA algorithm: maximum system load, user bitera

permissions, and maximum packet delay. Section

introduces the HNN model and presents the HNN-D

formulation. Some illustrative examples of the sfiec
formulation of Radio Access Technologies (RAT) gieen in
Section IV. Section V compares the HNN-DC algorittith

exceeds the corresponding limit. However, in sonireless
systems limited by interference, as in the uplmkJMTS, the
load constraint is soft and can be temporarily edeel, albeit
slightly.

B. Bit Rate Constraint

In this paper it is assumed that each wirelessni@olgy
has a set of feasible bit ratds,J (] . In a similar manner,
each user can be characterized by a subset obpobii rates,
0, 00, defined by the type of service subscribed to. Ghe
the purposes of the DRA algorithm is to preventraigeom
transmitting with a non-permitted bit rate. For exde, if R
3§ the bit rate allocated to usethen the DRA algorithm must
verify thatR, 00, .

C. Packet Delay Constraint

In order to introduce the delay in the resourcecaltion
process, aninimum tar get bit rate has been defined for each
user -R;,; - thatguarantees the transmission of all packets
in due time. The mathematical formulation fdR ;,,; depends
on the procedure for packet delivery. Let us defhas the
'Humber of packets to be transmitte}, andt, as the number
Gf bits and the time in the buffer of theth packet of the
buffer, andt,_., as the maximum delay for RT services (or the
maximum desirable delay for NRT services). For ises/



with only one data flow per user, i.e. consideragjrst in -
first out queuing policy, theiR ;. can be calculated as:
P
2.5
Ruini = mpax tb_l—_t :

max p

)

neurons are either ON (if the output value is gre#tban or
equal to 0.5) or OFF (where the ouput value is lotvan 0.5).

B. DRA Problem Formulation

Once a finite set of feasible bit rates has bedmel® the
DRA problem can be formulated in terms of a 2D-HWkh
N-M neurons,N being the number of active users in the
system andM the number of feasible bit rates. Users are

with pO{1--,P} . If packets are simultaneously transmittedrepresented in the first dimension of the neurawnek (by

as occurs in web browsing with the existence oftiplel data
flows per user (i.e. a single data flow for eactbyage that is
downloading, the whole web page representing oroketp

Runi Can be calculated as:

Rmin,i < PI]n;ax( ’Bp ] .

1 (©)

max p

Hence, (3) provides a bit rate which is greatemtlize
minimum. This inequality is rebalanced to fit exgatith the
minimum bit rate when the packet with the most imemit
deadline is the shortest one. In any case, asntiigmum
target bit rate is used to prioritize users, (3fed a
satisfactory close formulation of this parameter.

Finally, if any packet exceeds its maximum delag. (i

tp > tmax

( Rpinj = )-

[ll. HNN-BASED OPTIMIZATION

rows), whereas the second dimension representsehef
possible bit rates (in columns). The neuron statéEate the
resource allocation, the neuron with indicgp peing ON if
thei-th user has been allocated freh bit rate R, . It should
be noted that the remaining neurons in ipeorresponding to
useri, must be OFF. It is important to avoid confusihg t
neuron states with the neuron outpMs. In this study, a
neuron is used to account for the case of zero @r- n
allocation (i.e. allocated bit rate 0 b/s), in arde prevent
saturation situations where there are insufficiesiurces to
allocate the minimum bit rate to all users.

Before describing the energy function, let us defi) as
the maximum bit rate of the wireless system, i.e.
R = max{ R.R DD} , andR ., as the maximum bit rate

), the minimum target bit rate is set at infiniteof yseri, i.e. Rusg =Max{R R O0,} .

The proposed HNN-DC energy function for solving the
DRA problem is based on the formulation introduéed8],
using the enhancements proposed in [15] to ensasénmum

The DRA is an NP (Non-deterministic Polynomial tyme resource utilization while optimizing the neural twerk

problem rendering it practically impossible to findn

analytical solution for several feasible bit ratesd a large
number of users. As previously mentioned, the rbaimefit of

using an HNN is the speed of hardware implemenmtatibich,
by taking advantage of the inherent parallelisnthef network,
facilitates a real-time running of the algorithmhig section
describes the proposed HNN-DC algorithm, includithg

HNN model, the problem formulation and the dynanutthe

neural network.

A. HNN Model
An HNN is comprised of a set of interconnected oaar
Neurons dynamically change their outputs until

convergence. This work includes an improved fiesirmt to
deal with the delay constraint:

MY Hxn R
E“;ZZ%W‘;ZZ—W

i=1 j=1

(6)

The constantg; to us weight the six terms of the energy
function, and their value are selected to obtainfaat

aBonvergence of the desired solution (see AppengliNaxt, a

equilibrium point is obtained. Hopfield showed thatenergy detailed description of the different terms is givend their
function, E, can represent the dynamics of the HNN, and thg{fuence on the overall behavior of the algoritisranalyzed.

the problem of finding an equilibrium can be solveg
finding a local minimum for the energy function [1RL4].

The dynamics of the HNN can be expressed as [8]:

%: i—a_E’ (4)
t r oV
whereU; andV, are the input and output of tl¢h neuron,
and [ 7 is the time constant of the circuit. The relatiups
between the neuron outputs and inputs is non-lin@ad is
given by the sigmoidal function:
1
i 1+e—alu‘ ’ (5)
where a, >0 is the shape parameter of tleh neuron,
U, O[~oo, +o0] andV, O[0,1].

The minima of the energy function occur at thec@rners
inside theL-dimensional hypercube defined ¥sJ[0,1], L
being the total number of neurons [10]. Therefoamy
optimization problem involves a definition of a e
energy function for minimization, since the dynasnif the
HNN will ensure that neurons evolve to a minimunergy
point (equilibrium state). After reaching a staldtate, all

1)  First term of the energy function

This introduces benefit functidd;. This function measures
the benefit of allocating each bit rate to eactr iséerms of
delay. Here the benefit function is entirely detaiented. As
greater bit rates entail shorter delays, it folldhet the benefit
function should be monotonically increasing. In iéidd, a
great difference in the benefit function must ebistween the
bit rates capable of transmitting the packets m tilme due
(i.e., those bit rates greater than the minimurgetbit rate
explained in Section 11.C), and those which areblmdo do
so. Furthermore, this term should not increase ninoltably.
The sigmoidal function is capable of satisfying firevious
conditions:
1

S(x,s,r)= . 7
(X S r) 1+ e—s(x+r) ( )
The benefit function is defined as:

_ S(Rj,ﬁ,ri)—S(O,q 1ri) (8)

" S(Rmax’s :ri)_s(o’s vri)l



With this definition, the benefit function takeslwas in the

interval [0,1] for all the system bit rates (R =0 then N o .
B,=0, and if R =R, then B, =1). The 5 and r, 2 &/ 9 .
parameters, chosen to incredge significantly if R >R, ., 08}z Pl /§ Q@\ 1
are: s e 8 &/ S
2|n(9) "8 061 Q—ég \{\9\6 4
Rmini < Rmaxi’ = QQ
Rm. ) ’ 2 £ 4
_ in,i = P Q\‘Q @
77 ]2in(9R,,, g o4 £/ /g
W Rﬂin,i > Rma)(i’ $ Q'§ § § n
Rﬂin,i Q‘f 'E'i:
_T Rmin,i s Rmaxi’ D:E
O L L 1
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_Rﬂ A+( axj) SR, R(kb/S)
ax) 2 minj max, ) ) .
Riini Figure 1.Ruy,, effect on the benefit function foR , =R . =
Fig. 1 shows some examples of benefit functionshwil =300 kbys.

Rna; =300 kb/s and gives the different values f&;,,; . The
figure shows how the sigmoidal function is scaledrahe bit
rate axis from a step function centered on 0 kbts (
Runi =0 Kb/s) to another step function centered on 300 kb/s
(for R, = kb/s). In such a manner, when the maximum
delay is exceeded ang,,,; =, the benefit function takes
the valuesB; =0 for R <R, andB, =1 for R =R ;.
Consequently, the allocation which minimizes theergm
function is the maximum bit rate possible. Since sigmoid

for H; are needed for the various RATs. A specific
formulation for GPRS and UMTS is shown in sectivn |

4)  Fourth term of the energy function

The fourth ternprevents the use of forbidden bit rates. The
v matrix represents a permission table describiedehsible
bit rate subset for each user, where=0 if the j-th bit rate
is in the subset of userotherwisey; =1, i.e..

is a monotonically increasing function, this terfacaforces . 0 R DO,
the algorithm to maximize the allocated resourdesshort, "1 ROO.
the benefit function assumes its maximum valg €1) for  Thys, only the bit rates within the user subset aaoid

R =R,, . However, this term is mainly aimed atpeing penalized, and the algorithm can easily asjtk the

at maximizing resource utilization. This is duethe fact that managing the permission table.
once the allocated bit rate surpasses the mininarget bit

rate, the benefit function no longer increases iagmtly. 5)  Fifth and sixth terms of the energy function
This effect can also be observed in Fig. 1, whéfferdnt bit The last two terms were introduced in [8] to ensarapid
rates exhibit very similar benefits for the saiRg,; . convergence to correct and stable states of neurons. The first
term forces the neuron outputs to tend towardextemes 0
2)  Second term of the energy function and 1. The second term ensures the allocation lygfame bit

The second term enforces the HNN-DC algorithm tpy¢e per user.
maximize the allocated bit rates, and thus theotal resource

utilization. Neurons are proportionally favored towards the |5 symmary, the first two terms of the energy fiorctare

corresponding allocated bit rate. the only ones capable of increasing the value efrtauron
. . outputs. With these first two terms, the QoS isireiyt
3)  Thirdtermof the energy function introduced into the energy function, since thet finse tries to

This termpenalizes the allocations that imply an excess of  ensyre a minimum bit rate for transmitting all petskwithin
the maximum available system resources. The third term he set time limit and the second one maximizes tttal
reducesv; if, when combined with the current neuron outputSy|iocated bit rate (system throughput). The thindl dourth
the allocation oiR,- to thei-th user requires more resourcegerms penalize those neurons failing to satisfy system
than the maximum allowed. Consequently, only thggnstraints. In particular, the third term guarastehat the
combinations of allocations which can satisfy thead sym of the allocated resources does not exceethaxénum
constraint introduced in section Il.A can act asssiole yaijlable and the fourth term prevents the usedfididen bit
equilibrium points of the HNN. rates. Finally, the last two terms facilitate systeonvergence.

The amount of resources consumed by the users A§ only one neuron per user can be active, theonetirat
calculated, for each userand each bit ratg assuming that gimyitaneously satisfies the system constraintd, the first
the rest of userk#i, maintain the resource allocation of theyg terms of which display the greater value (moegative),
current neuron outputs. Whe is defined as the load factor || determine the resource allocated to each uskmce,

of this allocation, thery; is: striking a balance between delay satisfaction @mdughput
i = i_q (10) maximization depends upon the relationship betviberfirst
i =Y K ' two weights; ands.
. . . . Finally, the last stage in the design of the HNNtads
where u([) is the step function and,,, is the maximum determine the weighting coefficientss)( of the energy

load factor of the system. Different mathematicairfulations function. This is no easy matter since HNNs predeinérent



instability conditions that lead the network to eerge to
spurious solutions. Nevertheless, by following dl\pkanned
design, an HNN can provide a practical solutionnéx A
shows the procedure followed to determine the whfethe
weighting coefficients.

C. Dynamics of the Hopfield Neural Network

The HNN algorithm begins with all the neurons
approximately 0.5 for the initial stat¥, =0.5+¢& where¢ is
a random variable uniformly distributed in the iwtd

[~€mi€n] - Moreover, all the parameters needed for the

calculation of B; and & must be established in advance
prior to running the neural network. By using thegauts, the
neural network is able to reach a stable solutiiowWing the
dynamics of (4) with no need for any further extdrn
interaction. The numerical Euler's technique fovisg (4),
with 7 =1, in a 2D-HNN is:

%

v } 11)

U, (t+at)=U, (t) +At{—Uij (t)
i

where At is the time interval over which output voltages o

neurons are observed and updated. The gradiehedrtergy

function can be calculated as:
E __Hg _H R 1R

— =  — 2 &+
vV, 27 2 :

2 anax I

ax

M
+%lﬂi,~ +£25(1_ Z\/ij)_/ue(l_zvilj :
1=1

All the outputsV;; are computed in each iteration using (5
and the solution provided in (11). The equilibriigrreached
when the change in neuron output is below a cettdémance
AV .

12)

IV. FORMULATION EXAMPLES FOR CONCRETE RATs
The formulation ofH; depends on the particular RAT

under study. For example, if a GPRS system withxedf

coding scheme is considered, then it can be caéibs:

YRY, |

=1

N

R + Z
g

1
H =— 13
ij Br ( )

where B, is the maximum total available bit rate,

(E, /No)ij the target ratio of energy per bit to noise power
spectral density specific to each service typelandate.

With regard to downlink UMTS, during the scheduling
process a consideration of code availability caverto be of
interest. This complex management process can biyea
modelled using the correspondence between codesbénd
rates. Therefore code management can be transfdnteedit

atate management. By doing so it is possible tofieele; as:

pwr jj brjj

H
—-1|{+ul —-1{, (16)
(’7 J

br,max
where the load factorbl ,, , andH,, ; are power and bit rate
(code)- oriented, defined in (14) and (13) respetyi /7, max
is the maximum power load factor, amg .. =1. In the
specific case of UMT3B; represents the maximum total bit
rate that can be allocated using the availablengpdianch.

& =u

pwr,max

V. NUMERICAL EVALUATION

In order to evaluate the performance of the HNN-DC
Elgorithm, a downlink UMTS scenario has been carsd.

or the simulations, video calling has been setkatethe RT
service, and web browsing and FTP as the intemacivd
background NRT services respectively. It is worthimg that
in this paper the management of voice users isosidered
since these are supposed to be served via ciraitithéng
using FRA techniques. The remainder of this sediescribes
the traffic models, the reference DRA algorithmd ahe
simulation scenario. Finally some illustrative résuare
bresented.

A. Traffic Models

The traffic model for the NRT services is an extriom
[17]. In particular, for web browsing, a completedeling of
the web page is performed. When a new page is seepliethe
main object is generated and stored in the buffandmg
transmission. After its correct transmission andadditional
processing time, the user is able to request theairéng
inline objects which are sequentially delivered.eTtime
period between the requests for two consecutive pegfes is
also modeled. The FTP traffic is similarly implerteah but
without inline objects and refers to a different aestatistics.

Regarding the characterization of the RT service,video

Br = RNs; R, the bit rate associated with each time slot angalling model is an extract from [18]. This modeldates the

Ny the number of available slots for distribution.tiis case,
the set of feasible bit rates must be a multiplérof

From the power expressions deduced in [16], in diokn
UMTS, Hjj can be computed as:

real-time H.263 video, employing the VBR H.263 code
which generates instantaneous changes in the obiptate
while maintaining an average constant bit rate,asé4 kb/s
for this study. The model takes into account thiedldifferent

L., R+ X +ii L., R+ X v, frame types considered in the H.263 standard, namel and
1 T Dy 1151 " Dy PB. The model describes frame size and duratioe, th
H; = P e , (14) correlation between both parameters for each framd,the
T max 1—ﬁ—zzﬁvkl transition probability between different video frasn
D; k=t j=1 Dy Modeling is conducted at two levels. The first leve
establishes the frame type to be generated. |-Baare
Dij p+ W , (15) periodically created, while a Markov chain driveket
E, R transition generation between P — and PB — fra@ese the
N, ’ ! frame type is selected, the model determines the and
where P, __is the maximum total power available in theduratlon of the frame to be transmitted. In the @3.2nodel

base station]; the path loss of thieth user, y; the intercell
interference observed by thgh user,B, the thermal noise
power, p the orthogonality factor (=0 for totally
orthogonal codes WV the total bandwidth transmission, an

the traffic source does not wait for the completioilast
frame transmission before generating the next lonthis case,
the station assumes that the QoS requirementseofitteo

0calling service have not been fulfilled, and thdeolframe is

discarded. A video call user is not continuousiyegating



new data. Hence, it is possible to fail to complébe 5)  Descend Bit Rate (DBR)

transmission of a packet and to wait for the nesgource The DBR algorithm begins the allocation of its nmaxim

allocation period without entailing packet dropping allowed bit rate,R ,;to each user. Then, it reduces the bit
Regarding the minimum target bit ralRg,  , for web rates until the total allocated resources are lothan those

browsing, this is calculated using (3), assumingt feveral available. One user is randomly selected for e&etation.

simultaneous web downloads can exist. For an FTé&, usThis process is divided into two phases. In th&t fithase, the

R.n; =0 since, as a background service, its maximum delaygorithm never allocates a bit rate below thedbf,,, . If

is infinite. In contrast to thisR ,; is calculated using (2) for there are insufficient resources to guaranteeRhe for all

video calling. users, then the algorithm enters into the secorazﬂimhzvhere
the allocated bit rates can be reduced withoutlaniyation.
B. Reference DRA Algorithms Once again, this algorithm separates RT and NRVicss,
The HNN-DC algorithm proposed in this paper iswith the possibility of separately processing iatgive and
compared to the following five algorithms: background users.
1)  Round Robin (RR) After the execution of all these algorithms, theuténg

This technique assigns the same priority levelltagers. allocation is optimized in terms of throughput bgluding an
The algorithm creates a list of users to performayelical additional process, the Minimum Noise Rise (MNRhisT
allocation of the resources. In the first call be talgorithm, process increases the bit rates allocated to thesus line
the maximum bit rates are allocate,,,,, to the firstn,  with channel quality until either users reach the@ximum
users.n; is determined by the power and code restrictions bit rates or no resources remain. Here the objecisvto
an attempt to maximize the allocated resourcethdrsecond maximize the total allocated resources as far asiple.
scheduling period, the algorithm begins with the1l user
and allocatesR ., to the following n,. This process is  C.Smulation Scenario
repeated until the end of the list is reached. Thiea The scenario consists of seven cells with a radi@s5 km,
algorithm returns to the beginning of the list aedtarts. In  with the cell under study in the centre. The maximu
the case of a multi-service scenario, RT userssar@ed available power is 43 dBm (20 W), and the maximuwer
before the NRT users. Within this second group, twad factor,7,, .. is set at 0.6 (60%). Conversely, the
alternatives have been considered. The first atem does transmitted power of the interfering cells is 40ndBa 50%
not differentiate between interactive and backgdoservices, load factor is considered). The path loss for ittle user is
and the second option serves interactive usersdird only calculated using [19]:
then the background users are served. Ly, (dB) =137.4+ 35.2log (d,) 7

where d, is the user distance in km to the centre cell. The
large-scale fading effect is modeled using the Gumitson
. " . . . approach [20], assuming a standard deviation oB8Ukers
weights to prioritize the different services. Theeights are mobile with a constant speed uniformly distiéol
indicate the bit rate to be allocated to the neserwon the list. between 0 and 60 km/h. The thermal noise powet lgva02

In this pa.per, since RT apd NRT sgrwces. are mahagSBm_ The total transmission bandwidil, is 3.84 Mchips/s.
separately; the WRR algorithm only differentiatestvieen The orthogonality factor,p , is set at 0.5. The DRA

interactive (web) and background (FTP) users, TlgegIWS, algorithms are run every 0.1 seconds (schedulinigg)e[19].
and therefore, the bit rates allocated to each ¢tyervice are For the B, calculus, the available number of codes has also

Rue fOr web users an®R, for FTP users. been carefully considered .Users are multiplexee@r oz
3 Onti Bit Rate (OBR common Downlink Shared Channel (DSCH), hence, one
) ptimum Bit Rate ( ) branch with an SF 256 per user must be reservesigoaling.

This al.?on.tt;wm randomly selects users aIIocatllngelrSt.h Finally, five SF 256 are reserved for common anchdcast
Ruing Tlnt' ett kgr no lrje;ourcss olr qsr:ars rliemam. h'ncc%annels. The remaining available branches estathies total
?eneraby speakingR,, h O tfe agquorlt rS aﬂocit\esf e maximum bit rateB; , bearing in mind that one SF 8 of the
ﬁwest .'t ratelgre.a:]ert aRﬁl_“i”-i rom the su sctlaairis:t f's I(I)r code tree entails a bit rate of 256 kb/s. This dation is
the previous agor'lt ms, . use.rs are ?ef"e nally  summarized by the following equation:

NRT users both with or without differentiation. _ _
NFreeCodes_SFZSG - 256 N

18
4)  Prioritized Earliest Delay First (PEDF) B = LNFreecm_SEZSG/SZJ [256 (kb/s) (18)

This algorithm prioritizes users by deadline. Firdie The set of possible bit rates considered is {256,kh28

algorithm finds the user with the nearest packeadire. /< 64 Kkb/s. 32 kb/s. 16 kb/s. O kb/s}. The cspanding
Subsequently, this user is served with his maxinhinrate Eb/N; ratios are (5.6 dB. 4.4 dB. 4.62 dB. 455 dB A, -

Ruax - If Ryaq cannot be reached, then the maximum bit ratg gy [21]. All bit rates are permitted for web arfélTP

possible is allocated. This process of searchimgsenving is  seryices, whereas for video calling the maximunaié is set

repeated until either no resources or no data pendia 128 kp/s, The maximum delay desirable is difiefer the

transmission remain. As before, in the case of irselvice, | 4rious services: 100 ms for one H.263 frame. Homses for

this process is repeated from the highest prioséyvice, o web object and> for file downloading in FTP. With

which is, video calling, down to the backgroundvass. regard to the WRR algorithnR,., = 256 kb/s andR.., = 64
kb/s.

2)  Weighted Round Robin (WRR)
The WRR is similar to the RR, but with the introtlan of

Data _Users - 5'
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Figure 2.Average frame loss probability with an increasingnte
of video call users.

By following the rationale outlined in Appendix Ahe
parameters of the simulated HNN network have bédaired
in Appendix B:

4, =1000 M, =500 M, =17000
M, =11500 Hs =15 M, =5000

The remaining parameters are selected from [8]:
At=10" a=1 AV=10" =1

All results have been obtained averaging over
simulations. The simulation time is set at one hour

D. Smulation Results

The simulations are divided into several stagesrder to
separately study the QoS delivered by the diffesmmvices
using several scenarios. Firstly, only the RT icaffs
considered, studying the performance of video gaéirs. In
the second analysis, an increasing number of ictigeaNRT
(web browsing) users are added to a fixed RT traéfad. All
the algorithms (including HNN-DC) assign resourtesRT
users first, and once this has been done resoameeshen
assigned to the NRT users. The performance of iffereht
DRA schemes depends on the strategy for managebdbke
station transmitted power and the user bit ratecation.
Finally, the third scenario includes background NETP)
users. Two strategies for the reference DRA algorét are
considered. The first strategy involves the DRAoalpms
simultaneously handling both interactive and baclkgd
users. However, in the second strategy, they eiffgate
between the services, prioritizing the interactivgers. In
contrast, HNN-DC always allocates resources to bgihs of
service - interactive and background - simultanBousese
being differentiated only by their maximum delayeTresults
obtained justify this procedure since it makes
maximization
maintaining the QoS for interactive users.

Throughout the remainder of the section, the impnoent
in delay achieved by the HNN-DC algorithm is congulias:

Delay improvemert %= 1001 delay.../ delay (19)

1)  Performance with only RT traffic.

th
of system throughput possible while 3)
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Figure 3. Average web page response time with an incre
number of web browsing users.

not really significant. However the frame loss @bitity can
vary significantly depending on the algorithm, d®wn in

Fig. 2. The HNN-DC presents the best performance,
improving the frame loss probability of the DBR hbp to
25% in the highest load case and by up to 65% when
compared to the other algorithms.

2)  Performance with RT traffic and an increasing
number of web users.

0 Next, 10, 20, 30, 40 and 50 web users are intratlicéhe
cell under study maintaining 5 video call userse Existence
of web users has no effect on the QoS experiengeRTb
users since both user types are separately hanéiteduch,
the results and conclusions of the previous sect@main
valid. Fig. 3 represents the average time needéchtemit a
web page as a function of the number of web u3drs.graph
reveals that the DBR and the HNN-DC algorithms
considerably improve the service response time eoetpto
the other algorithms. Once again, the HNN-DC praeebe
the algorithm which performs best. Initially, witmly a few
users, the behavior of the DRA algorithms is gsiteilar, but
when the number of users increases the HNN-DC &an @
more effective distribution of the available reszas. With 50
web users, the HNN-DC improves the performancehef t
majority of the algorithms by up to 80%. Only the
performance of the DBR can approximate that of HiNN-
DC, but the HNN-DC still improves the DBR by up22%.

Fig. 4 shows the power consumed by the base station
illustrating that optimal performances in web page
downloading are due to the aforementioned optirunaof
the use of available power. Minimization of the somed
power allows the HNN-DC to serve more users satigfy
gheir requirements.

Performance in a multi-service traffic scenario.

Finally, the performances of combined background,
interactive and RT users are analyzed. Five viddbusers,
30 web browsing users and also 1, 2, 3, 4 and 5USEPs are
introduced into the system. As previously statetl,uRers are
managed first and, as such, the NRT users do floeice
their service provision.

The performance of the HNN-DC algorithm when only First of all, the reference DRA algorithms servePFand

serving video call users is studied first. Vided| assers
ranging from 2 to 20 are introduced into the ceitler study.
The mean delay of successfully transmitted franeesvideo
call users is quite similar for all the algorithmusd, although
the HNN-DC gives the best performance, the improenis

web browsing users simultaneously, only differeirig
between these with regard to the different maxinuatay, as
occurs with HNN-DC. Fig. 5.a depicts the averagéd wage
downloading time as the FTP load increases. Ottieeoinitial
conclusions to be drawn from this study is thatewiNRT
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services are not differentiated, the FTP traffifeets web
users producing longer service response timesjtdelp fact
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Figure 5. Average web page response time with an incre
number of FTP users.
a) No NRT service differentiation for the referermdgorithms.
b) NRT service differentiation for the referencgalthms.
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same as before, since this algorithm still jointigndles
background and interactive users. For the referddDBA

that R,,; =0 as defined for FTP (i.e. no delay restrictioralgorithms, the average download delay for web pige

exists). Moreover, the worst performances are obthby the
RR, WRR and OBR algorithms. In the case of both d&id
WRR this seems logical, since these are not dedagd
algorithms. With Regard to the OBR algorithm, thilocates
the minimum target bit rate to all users. This iwes
assigning 0 kb/s to the FTP users and, in the ritajoir cases,
low bit rates to the web users. Therefore, in galnea
significant amount of resources remains after fimg the
OBR algorithm. In addition, the MNR process perfedn
immediately afterwards increases the bit ratecatld to the
users according to channel quality, albeit
distinguishing among services and actual delayirements.
Consequently, with more FTP users, it is more potb#hat
an FTP user experiences better channel conditives any
other web user, preventing higher bit rates fronindpe
allocated to web users, and hence resulting intgretelays.
In the particular case of HNN-DC, the web delaysprés a
negligible increment with the FTP load as compaséth all
the reference algorithms. Moreover, this is accdshpd
despite the great load that FTP users introduteeirsystem.
Next, the same scenario is evaluated but in thie d¢he
reference algorithms differentiate between intévactand
background users. Fig. 5.b represents the meansemwrlice
response time. Note that HNN-DC performance is txaice

clearly improved. Service differentiation is refied in the
constant value for web delay obtained by the refege
algorithms, while the delay produced by HNN-DC emses
slightly with the number of FTP users. In any cake, web
service response time obtained with the HNN-DC @iy
does not significantly increase whereas the impram of
the QoS of FTP users is extraordinary, as it candmeluded
from the following figures.

Finally, this study ends with the analysis of thiePFservice
delay. Fig. 6 represents the FTP file downloadingtfor the

withouteference algorithms with NRT service differentatiand the

HNN-DC. It is worth highlighting that the HNN-DC
algorithm not only obtains low web download delayst, also
considerably improves the FTP service performahae. 5

FTP users, the HNN-DC shows a 40% enhancement when

compared with the time required by the other athors.
Therefore, for any DRA algorithm, joint allocation

improves the performance of background serviceslewthe
interactive services are impaired as a result ef ghrvice
differentiation policy. Nevertheless, any detrin@néeffect
experienced by interactive users is negligible whsimg the
HNN-DC algorithm (note the low increment of web alel
with the increasing number of FTP users as showrign 5.
In addition, performance is significantly improveith regard
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to background users. This results in an improvenerthe
overall system performance, due to the joint alioca
conducted by the HNN-DC algorithm.

Fig. 7 depicts the increment in the average tdtatated
bit rate as the number of FTP users increasesjaiith NRT
allocation. For HNN-DC, the average allocated bdter
increases faster than witnessed for the other ithgos,
growing by approximately 50 kb/s with each new RIser
whereas the reference algorithms cannot reach @hk&bss.
Besides, the evolution of the total consumed pdvedraves in
the same way as depicted in Fig. 4, i.e. HNN-DCsusss
power for bit rate allocation, reflecting the higésource use
optimization achieved by this algorithm.

4)  Fixedload scenario

After studying the effect of load variation, a sada with 5
video call users, 30 web users and 3 FTP usersutidervice
differentiation is analyzed. Fig. 8 shows the ageraervice
response time as a function of the web page dowrde for
web browsing users. Again the HNN-DC algorithm tigp
the best behavior unless very large web pagesaodvied, in
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large web pages are unlikely, in most cases HNN-DC
provides the best performance, as can be obsamnved.i 5.

Fig. 9 shows the Cumulative Distribution Functid®D{)
of the service response time. Once again, it carelea that
the HNN-DC achieves the best performance. Fig. dfials
the CDF of the number of active users in the systehich
represents the number of users with data pendamgtnission.
Since the HNN-DC has the fastest downloading respdime,
it also has the lowest number of active users. Higy.
represents the CDF of the total bit rate allocalésk RR and
WRR algorithms offer the poorest performance welards
to bit rate maximization. Again the HNN-DC providdse
best performance, allocating more resources evén fewer
users.

o

VI. CONCLUSIONS
This paper proposes a delay-centric DRA algorithm
implemented by means of a Hopfield Neural Netwdrke
HNN-DC algorithm has proven to be an effective tese
scheduler for packet data services in a multi-sergicenario.
Specifically, some illustrative numerical evaluato have

which case, PEDF and DBR outperform HNN-DC. This ibeen carried out in a downlink UMTS scenario witi R

due to the fact that although HNN-DC aims to miienthe
delay in the same way PEDF and DBR do, it also mepds
bandwidth usage. The balance between delay sdi@faand
throughput maximization depends on the relationbleipveen
the first two weights of the energy functign, andu,. Thus,
when very large pages are intended for transmis$t&bDF
and DBR give absolute priority to these web pagdgreas
HNN-DC reconsiders this decision by meeting

requirements of the other users. However, sincessteely

(video calling) and NRT services (web interactived &TP
background).

As a result of the tight delay constraints on Raffic, RT
and NRT services are handled separately. Results $taown
that the video calling delay is very similar fol tie DRA
algorithms, but the frame dropping rate (the mainSQ
parameter for this service) can be greatly redulsgdthe

théiNN-DC algorithm.



After serving RT users,
distributes the remaining resources among NRT &ctere
and background users. HNN-DC favors those usels thi
best channel conditions which allows the power oongion
to be reduced. The best power usage, together aith

HNN-DC simultaneously

2 mln{ Rr\igh - Riow}
R '

B. Third term

improved throughput maximization, makes the HNN-DC To allocate a bit rate not exceeding the maximusoueces,

algorithm outperform the other reference algorithimsthis
manner, the performance of FTP users is clearlyrérned,
and only a slightly increased delay is incurredifderactive
users. Nevertheless, this delay increment doesimply a
significant loss in the QoS.

By studying the behavior of the DRA algorithms withd
without NRT service differentiation, it can be chrded that
joint allocation improves the performance of lowiopity
services at the expense of impairing high prioggyvices.
Nevertheless, in the case of the HNN-DC algorithithe
detrimental effect is negligible, while the perf@mnce of the
low priority services is significantly improved. Hee, the

combination of the HNN-DC algorithm and the joint

allocation represents the most suitable solutiontlie DRA
process, since the overall system performancepsaned.

The strong performance of HNN-DC is also reflecied
reduction in the average number of active usergréfbre,
benefits resulting from the greater efficiency iesource
distribution are twofold. First of all, this ressilin faster user
transmissions, and secondly, the system load isicezd
thereby permitting either more users to transmigv@n faster
transmission for current users.

APPENDIX A
THE CALCULATION OF WEIGHTING COEFFICIENTS
In order to obtain the weighting coefficients, therst
cases should be analyzed. For such cases, thenchvesghts
must ensure the desired behavior of the algoriffirst of all,

M, and y, can be selected with certain freedom whereas the

remaining weights will depend on these. To coryestlect

M, and g, , it is necessary to decide upon the desire

algorithm behavior. If delay satisfaction is moraprtant
than throughput maximization, them > 1, . Furthermore,
the greater the difference between these two weighén the
greater the significance of the delay for the &tban.

A. Fifth term

This term only aims to enhance the convergencedspke
the neural network and must not prevent the chamgeuron
output, from 0 to 1, or vice versa, if the restltd terms point
to this. Let define i(high) and ilow) as two neurons
belonging to the same user with bit rat8s, and R,
respectively,R,,, > R,,,, and if neither of these exceeds th
maximum resources, the energy gradient of bothamevis:

oE R,
R |,high_&_gh+&(l_2\/i,high)v
a\/i,high 2 2 Rmax 2
oE H ow
:__l I,low _& R +&(1_2\/i,low)'
aVi,low 2 2 Rmax 2

The optimum allocation iR, since this maximizes the
throughput. In the worst case scenario, both hiesraare
equally valid for the delay, i.€B ,,, = B ,,,- Assuming that
\/i,high :O and\/i,low
Rﬂgh :

oE
aVi.high

0E
v,

ilow

at least one of the correspondent neurons mustaberdd
(either increasing faster or decreasing slower)r otre
neurons exceeding the maximum resources. Supptsnall
bit rates are in the permission table of usehen in the case
of the favored neuron,fav), the energy gradient would be:
M
E _4 #s B +&(1_2‘/i fav)_l'le 1_2\/n .
a\/i,fav 2 2 Rmax 2 I |
Whereas the energy gradient of the neurons exocgeb
maximum resources,éxc) would be:
OBE __Hpg _H R Hs Rexc+i5(l_ )-
avV, 2 2R, 2R, 2

As such, the condition needed to guarantee theatitmn of
the correct bit rate is:

1,fav

.

1,exc i,exc

o0E 0E
a\/l Jfav a\/l ,exc ’
/’13 > ﬂlM(Bl ,exc_ BI ,fav) + iu2 EXC_ Rfav+
XC &xc
+2/'15 % (\/I ,exc _\/i ,fav) .

The worst case scenario can be found whgrg =1,
B. =0, R, =0,V =1landV,, =0.Inthis case:

ax Rmax
u3>ul%+ﬂz+2ﬂs =

XC exc

d C. Sixthterm

Despite the existence of enough of resources, s$ensld
never have more than one bit rate allocated, ¢erims of the
neural network, more than one neuron ON. The gt is
minimum when all the neuron outputs of a user sun@. @t
these points this term and its derivative are zAsothe first
two terms continuously increase the neuron outantsin the
event that neither the third nor the fourth ternm caduce
them, then all neurons begin to increase theirevglushing
the outputs away from the desired value for the safm
neurons output. Considering as the maximum desired
distance from the desired sum value, then equilibriis
éalchieved when L le Vi|<o For satisfactory
performancesg sh wer than 1 or even lower than

uld be lo
0.5. With this objective in mind, the following adition
needs to be satisfied for the worst case scenario:

_ﬂ—&< 0
-
Mt
> —=,
Hs Y

D. Fourth term

=1, to ensure the correct allocation of  Thjs term must decrease the neuron outpyti=1, even

if the other terms increase this. The worst cas®,is-1,
R =R, and §; =0. Here the energy gradient results in:
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following the description given in Appendix A:

(7]

Since 4 < 1, the worst case for the neuron outputs i[ss]
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