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Abstract — This paper proposes an algorithm to solve the level of coupling, the user could receive packets
problem of Joint Dynamic Resource Allocation in simultaneously from all links, but this approachiaéis an
heterogeneous wireless networks. The algorithm isased increasing User Equipment (UE) and network compyexi
on Hopfield Neural Networks to achieve fast and The traffic must be split into several flows whaniot a trivial
suboptimal  solutions. The generic formulation is issue, and the UE must have several receivers rand/o
particularized and evaluated in an HSDPA and 802.1d transmitters. A simpler solution consists in dyneatly
WLAN coupled networks. Some illustrative simulatiors reconfiguring the active connection thus transmiftionly
results are presented to evaluate the performancef dhe through the best link. Thus the traffic is not spind the UE
new algorithm as compared with other strategies. Té needs only one receiver and transmitter. This paplrcused
obtained results confirm the validity of the proposl. on this last scenario for multihoming.
If the Dynamic Resource Allocation (DRA) in a siagl
RAT is a hard optimization problem, when dealing
|. INTRODUCTION simultaneously with multiple RATs, what is usuatBferred
The notion of being always best connected, intreduim to as Joint DRA (JDRA), the problem becomes unmeahlg,
[1], is an extension for heterogeneous systembeohbtion of unless real-time sophisticated optimizers are eyeuolo
being always connected. Now, users not only shdwd Hopfield Neural Networks (HNNs) have proven useful
connected anywhere, anytime, but also they shoeilldelived solving optimization problems in a short time (seg. [4]).
with the best available connection, what can bey onHNNs have the capability of finding suboptimal gaas in
accomplished with the interworking of the differenfew microseconds [4], what is fast enough to eisthtd new
technologies. For that reason, the standardizdimiies are resource allocation in a frame-by-frame basis inremt
doing their best to make the interworking possibf@r wireless communication systems.
instance, the 3GPP not only allows UMTS to intetwaith This paper proposes a JDRA HNN-based that decides o
GPRS (two 3GPP Radio Access Technologies (RATS)) which RAT serves each user in the next time inteswa also
also establishes the basis for a WLAN interwork{agnon- on the distribution of resources among users tfllftheir
3GPP RAT). In addition, the IEEE Standards Assamiats QoS. The proposed algorithm follows a user-cermtpigroach,
working in the 802.11u standard (scheduled for 20@8ich since bit rates are not only allocated by netwarkstraints,
gives WLAN the capacity of interworking with ext@in but also by users’ expectations and requiremeittis. fEature
networks. Likewise, the IPv6 network mobility marawent allows the system to maximize the utilization o€ thadio
protocol (NEMO) enables a fast handover betweeferdifit resources as a function of the user service profile
RATs, which is currently paving the way for a real
interworking between RATS [2]. Il. DRA CONSTRAINTS
The multihoming concept provides multiple radio egx  This paper assumes a set of feasible bit rateRp&; O, .
for a single terminal in order to allow the ternlitmmaintain Without loss of generality and in order to simplifpe
simultaneous links with the RATs [3]. Considerimg thigher formulation, the setdl, are supposed to have the same
number of elements.
© 2008 IEEE. Personal use of this material is permittegrnission fror The DRA algorithm shall find the optimal bit ra@k e
IEEE must be obtained for all other uses, in angrez or future medi  the j -th bit rate in thek -th RAT, for each user satisfying the
including reprinting/republishing this material fadvertising or promotioha following constraints.

purposes, creating new colleet works, for resale or redistribution to ser
or lists, or reuse of any copyrighted componernhisf work in other works.



A. Resources constraint

The total allocated resources must not exceed
maximum available ones. The effective throughputais
function of the channel quality perceived by easérwand the
resources allocated to him. This dependence iscsagpto be
known by the algorithm. Hence, BNIR, is the Signal to
Noise and Interference Ratio (SNIR) perceived by ithth
user in thek -th RAT, then his effective throughput b
resource unit (r.u.) in that RAT i€ (SNIR,), where
function Q, is known. Resource units can be time slots
GSM, or seconds of channel occupancy in WLAN.

B. Bit rate constraint

Each user is characterized by a subset of possiblates
in each RAT, defined by the type of service heukssribed
to. The algorithm must only allocate to each use of the
bit rates predefined in the associated subsetsmiihienal bit
rate ensured is thus the minimal bit rate in tHesets.

C. Delay congtraint

In order to introduce the delay in the resourcecaltion
process, it is defined a minimum target bit rategfach user in

each RAT,R .., that guarantees the transmission of all

packets in due timeR ;. can be defined as:
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where P are the number of data units (d.u.) in the buffgy,

is the size of thep-th d.u.,t, . is the maximum delayt, is

the time thep-th d.u. is in the buffer antl,,, is the time
needed for the -th user to change to the-th RAT. Data
units depend on the service, for example for welwbing,

FTP service and video calling, the d.u. is a webepa file

and a frame respectively. The formulation of (1Jwses that
if several d.u. are stored in a buffer then thecaited bit rate
is equally divided to transmit all the d.u. simuokausly.
Therefore, (1) reflects the actual behavior of vimbwsers,
since several opened web pages or file downloads
transmitted all together.

I1l. HNN-BASED JDRAALGORITHM

A. HNN model

A HNN is composed by a set of interconnected nesron

Neurons will change dynamically their state ungihching an
equilibrium point. Hopfield showed that an energydtion

E can represent the dynamics of the HNN, and that th

problem of finding an equilibrium state of the nens can be
solved by finding a local minimum of the energy dtian
[51,[6].
The dynamics of the HNN can be expressed as:
du, U, OE

dt ra_\/i
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effect in the benefit function foR . =300 kb/s

whereU, andV, are the input and output of theth neuron,
and 7 is the time constant of the circuit. The relatitips
between the outputs and the inputs of the neusonerni-linear,
and is given by the sigmoid function:
1
Vi f (UI ) 1+ e_g,u
where g is the gain of the neurons.

®3)

B. HNN formulation

Provided the sets of feasible bit ratés, , the JDRA
problem can be formulated in terms of a 3D-HNN with
L =1JK neurons, beind the number of users in the system,
J the number of elements in each 8gt and K the number
of RATs. The neuron states indicate the resourleation,
being the neuron with indices, j,k) ON if the i -th user has
the j -th bit rate of thek-th RAT, R, , allocated. Note that
the rest of neurons of usermust be OFF. It is important not
to confuse the neuron states with the neuron ositgit A
neuron is ON ifV;, 20.5 and is OFF iV, <0.5.
ar The energy function is a quadrat|c funct|on whaosens
make the system converge to the expected solufionthe
JDRA problem the energy function proposed in tlzsipgy is:
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The first term of the energy function introduces tenefit where u is the step function. Note thdd, are the total
function B; which measures the benefit of allocating each bieeded resources to allocate to thth user thej -th bit rate
rate to each user in terms of delay. This funcisotefined as: in the k -th RAT.

S(Rjkvﬁkvﬁk)‘s(oﬁk ) The fourth term prevents the use of forbidden bies.

i = S(Rn - )—S(O s ) ) T'herefor.e,l,{/ijk is a permission Fable with;, ;1 if the j -th

axt Sk 1Tk ke 1Tk bit rate in thek -th RAT is forbidden for the -th user, and

S(xsr)= 1 ©) ¢, =0 otherwise. Therefore, it is possible to defindedgnt

T e st bitrates for different services. Moreover, in orderprevent

2In(9) the undesirable ping-pong effect, after a RAT res@bn, the
—_— Ruinik < Ruax bit rates of the rest of RATs can be temporallyrigah

Ruinik ) The last two terms ensure a rapid convergence ri@co

Sk =

2In(9) R and stable neuron states. The first one forcesnteon
W Ruinik > Rinax outputs to tend to the extremes 0 and 1, whereasehond
ax one makes users have only one bit rate allocatexhly one
_% Riinik < Rpax RAT.
fe = ) (8) C.HNN dynamics
_R“aer(Rmax) R The HNN algorithm starts with random neuron outputs

minjk > F'zmax . . .
2R i uniformly distributed between 0 and 1. The numériaaer’s

where Rnax = man:l-~J k=LK { Rjk} is the maximum allocable technique to solve (2) witli =1 in a 3D-HNN is:
bit rate ands, andr, are selected to increas, highly if oE
Ry > Ryni reflecting the high benefit of sele%?ting a biterat U (t+08) =Uy, (t)+At{—Uijk (t)_a\ﬁ } (13)
higher than the minimum target one. Fig. 1 showeseffiect of _ o ) ik
R, in the benefit function. The benefit is scalechira step where At is the time interval over which output voltages of
function centered in 0 kb/s to another step fumctientered in Neurons are observed and updated. The gradiehedrtergy
R, If the maximum delay is exceeded aRg,, =, then function can be calculated as:
the only allocation that reduces the energRjs, OE _ W B —&iﬂz Ric =

The second term enforces the algorithm to maxintiiee vy, 2 ko R 3Qk(S\“Rk)pk
allocated bit rates, and thus the total resourdgkzatton. .
Neurons are favored proportionally to the corresiogm +&gﬂk +5 " +&(1_ %)—#7(1—22\4"“)
allocated bit rate. 2 2 2

The third term favors those RATs with lower reseurc All the outputs are calculated each iteration ug@gand
consumption. The term, is the load factor of thé&-th RAT the solution of (13). The equilibrium state is fead when the
and 7 is the average load factor of all RATs, mathenadific  outputsV;, changes less than a tolerané .

(14)

m=1n=1

), =max ZI:EJ:LVIK , (9) IV. APPLICATION TOHSDPAAND WLAN NETWORKS
FEQ(SNR ) A In order to introduce a RAT in the algori i
gorithm, fuoctQ, ,
K the quantity of available resourcgs and the set of feasible
_ 2K bit rates[, must be defined.

7 :% (10 In this work, functionQ, is obtained supposing an optimal
where p, are the total amount of available resources in tHBk adgptatlon, Where, for a given SNIR, the optim
k-th RAT. modulation and coding scheme are always selectestelore,
if § Transmission Modes (TMs) exist, i.e. modulatiord an

The fourth term penalizes the allocations that imah } . ) .
gding scheme pairs, functid@, is:

excess of the maximum available system resourcé
Consequently, only the allocations combinationd Haisfy 0 (SNIR) _ max{
k _s=1--»$<

Brl (1~ Er (SNI R))} (15)

the resource constraint introduced in section drd possible +C,
equilibrium points of the HNNg;, is defined as: where Br* and Er* are respectively the bit rate per r.u. and
& =u ﬂ_ (11) error rate of thes-th TM of the k-th RAT, L is the payload
ik e length andC; is the header length.
1 J R.
Hy =Y = R yoy T (12) A B0211eWLAN
= =Q (SNIR,) Q. (NIR,) 802.11e WLANSs use a Cyclic Redundant Check (CRC) to

protect data from errors. Therefore, the PackebrERate
(PER) depends not only on the channel quality lag an the



payload lengthL . Assuming a Viterbi decoding at tht
receiver, the PER of the-th TM is [7]:

Table I. Number of codes of each CQI.

PER (L, SNIR) =1-(1- PUS(SNIR))L (16) N, 1 2 3 4 5
where P* is the bit error probability of thes-th TM. The cal 1-6 79 10-12 13-14 15-22
optimum payload length that maximizes the throughfpu N, 7 8 10 12 15
each TMis [7]: cal 23 24 25 26 27-30

. _C. 1. [
L, (SNIR) = 2+2\/cs (=P (SIR)) (17)

Finally, functionQ, for WLAN is:

Table II. Probability of exceeding the maximum wekay (%).

. L (SNIR) HNN WLANp-HNN  WLANp-RR
L. (SNIR) Br, (1- R* (SNIR))
Q(SNIR) = max § (18) 0.84 1.63 48.79
=15 L, (SNIR) +C,
. . 100 [ ———F-———F-------
The available resources in WLAN are the seconds - | |
channel occupancy which are supposed to be colliiee T 4| /::"L"""i""""i* 77777777
thanks to the use of the HCCA mechanism. The sfetasfible < / | | |
bit rates isC) = {16384 kb/s, 4096 kb/s, 1024 kb/s, 512 kb/ g sl I IS o
o
B. HSDPA g 70h PO R
HSDPA uses turbo codes instead of a CRC to profitet E ,,,,, WLANp-HNN /}
from errors. The Block Error Rate (BLER) dependsoabn 9 60H ~ WLAND-RR ’*/”*f ********
the block size and on the channel quality. Nevégt®e each ‘ / !
TM has a fixed block size and, hence, the BLERafgpecific 50 : ‘
TM depend only on the channel quality. 5 Selcoonds 15 20
HSDPA have a wide range of possible TMs, from wt86h
have been defined in the standard as Channel Qu: Fig. 2 CDF of the service response time for webiser
Indicators (CQIs). Only these 30 TMs are used ia Work.
The BLER of thes-th CQI can be approximated as [8]: 100 S
2(SNIR-1.0%+17.3 01,7 - : :
BLER (SNIR) = (10 Vaeoe) 1] (19) € sop- b P oo
% | |
Users are supposed to be time multiplexed. Thes,161 & 60 HNN 1
available codes are allocated to a unique user @aats. O WLANp-HNN
Therefore, the available resources are the tratesnitlocks g 4A0Fp---- —— — WLANp-RR 1
of a maximum of 500 in one second. The size of kdoc E ! ! !
depends on the TM. 8 20 P ==
This assumption also implies that the actual BLEffreb e T ; ;
from the one obtained in [8], since the BLER isuaction of 0 ‘ ‘ ‘ ‘
the SNIR per code. If more codes are allocated tinene 100 zogeconds’oo 400 500

SNIR is needed to maintain the same SNIR per cc
Therefore, if 15 codes are allocated, the BLER is:

Z(SNIRfl()IO{iTS]fl.Os+ 17.} 0
s

V/3-log(s) +1

1

3

BLER (SNIR) =| 10 (20)

Fig. 3 CDF of the service response time for FTRiser

V. NUMERICAL RESULTS

The employed simulator models seven cells withumdif
500 m and with the cell of interest in the cenidre HSDPA
Base Station (BS) is in the center cell. The 802.WiL AN
Access Point (AP) is in the centre of a hotspotisgted 250
m from the center cell. In these two areas, thepguaitand the
cell, two types of users are generated: pedestsars moving

where N, is the number of codes of theeth CQI, shown in

Table |. The set of feasible bit rates for HSDPAsé&t to

O ={4096 kb/s, 1024 kb/s, 256 kb/s, 128 kb/s, 64 kif/s,
kb/s}.



at 1 km/h in the hotspot and vehicular users mowané0
km/h in the cell. The ratio pedestrian/vehiculagngss 4.

Furthermore, HNN algorithms not only improve the
performances of RR algorithms but also can perfardbRA

250 web browsing and 100 FTP downloading users awhich benefits are shown in the differences betweerHNN
introduced in the simulation. The traffic models axtracted and the WLANp-HNN algorithms. The JDRA has the
from [9] for both services. The maximum delay is t8el0 s capability of reallocating users in other RATs #cessary,
for web browsing and tee for FTP, i.e. the FTP service iswhereas, if a pre-RAT selection is performed, s6tAd's can
supposed to be a background service with no maxichelay. be saturated while others are empty.

All the bit rates in both RATs are allowed for batrvices.
The path losses between theth user and each RAT is
calculated using:
L =137.4+ 35.210¢d,,0p0 )

Liwan =145+ 35l0q dyy an ) (22)

VI. CONCLUSIONS

This paper has presented a novel HNN-based JDRA
(21) algorithm for packet-switched services with delaystraints
in heterogeneous wireless networks. The algoritlas been
evaluated through simulations in a basic HSDPA-WLAN

where d,,qp, andd,, ., are the distances in km between thecenario with mobile users. As compared with o#eategies,
i -th user and the HSDPA BS and the WLAN AP respediv the HNN-based JDRA algorithm is always preferredcsi
The HSDPA BS transmit with 43 dBm and the WLAN ARjsers are served with less delay. Moreover, thik\Wwas also
with 20 dBm. BSs and APs of the interfering cell®e adepict the benefit of JDRA against pre-RAT selattio

supposed to be half loaded and, hence, they tramgthi half
the maximum power. The thermal noise power levellB2
dBm.

schemes.
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