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Introduction

m The downlink direction is a broadcast channel

m One transmitter sends information to several receivers
m | will assume this information is independent

m The uplink direction is a multiple access channel

m Several transmitters send independent information to a
common receiver
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s m The channel is a probability transition function f,(y|x)

m The capacity of the channel is the maximum mutual
information of the input and the output

C= max I(x;y)

Introduction

m The maximization is done over all feasible input
distributions f,

m An input distribution is feasible if it satisfies some
(power) constraints
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tions |
D. Calabuig h
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Introduction y = hX + Z, Z~ N(O, N)a y ~ N(hX, N)
m With an average power constraint of P, the capacity is
(Shannon)
1 hht P
C= max Ix;y)=xzlog|1+ ——
fX\E[xxT)](SP (x:y) 2 9 ( * N )

m This capacity is achieved when x ~ N(0, P), that is,
when f, is a Gaussian function with variance P
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X2 h22 Yo

y=Hx+2z, all z; are normally distributed

m Covariance matrix of the input signal: Q = E[xx] = 0
m Noise covariance matrix: Z = E[zz] - 0

m Covariance matrix of the output signal:
Elyy'] = Z + HQH' - 0



MIMO Gaussian channels
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10/43 Q [XX ] ( E[XQX“ E[XQXZT]

Introduction m Let P be the set of feasible Q
m For a sum power constraint: P = {Q|tr(Q) < P,Q = 0}

m The capacity is
|Z + HOHT|

C= max I(x;y) = ;rggglog Z]

x|QeP

m This capacity is achieved when x is normally distributed
m For a sum power constraint, the maximum is achieved
with waterfilling (Telatar [1])
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o m The rate vector r is achievable if user 1 can reach rate
D. Calabuig ry, ..., and user K can reach rg.

e m The capacity region is the closure of the set of all
Introduction achievable rates

A2 N

m Interesting points are
in the boundary
m A: Maximum
rH=rn
- N m B: Maximum ry + 1>
.- 45° 45°\/\\f1

CapaciAty region
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m A broadcast channel is a probability transition function
fh(Y1a---;YK’X)
m Expressions of the capacity region are not known
m The largest known achievable region is due to Marton [2]
r < I(uy; y1)
r2 < I(Uz; y2)
ri+r < l(ug;y1) + I(uz; y2) — (uy; uo)
m for certain fx(x|uy, u2)fy(u1, u2) such that the marginal

fx(x) satisfies the power constraints
m uq and u, are auxiliary random variables
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N ‘m‘n T‘ m A broadcast channel is degraded if it can be written as
K
oY1, YIX) = T (V11%) T T Iy a—1)
k=2

m The capacity region of these channels is

r < I(x; yq|Uz, ... Uk)
e < I(Uk; ¥lUkst,...Ug), k=2,...,K

B Us,..., Uk are auxiliary random variables
m This capacity is achieved with superposition coding



Degraded broadcast channel

Superposition coding

The limits of
cooperation

Tools for fh, (Y1 1X) fry (¥2|¥1) fr (Y KIY K1
coopeatie >y — > Yo YKot~ Yk
tions Transmission
D. Calabuig ( )
1949 Encoding

m Receiver k can see its own signal and the signal of all
the receivers behind it
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Gaussian broadcast channel
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X Koo X=> xx
Hg k=1

m Q = E[xx] must satisfy certain power constraints
m The capacity region was found in 2006 [3]

m Dirty paper coding (DPC) and time-sharing achieve the
capacity region
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iorS m A Gaussian noise noncausally known at the encoder
D. Calabuig does not affect CapaCity
s z
Encoder y
z Same
capacity

| Encoder |~ B>y
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D. Calabuig Select a codeword for the first user

Select a codebook for the second user, taking into
account the previous codeword

Select a codeword for the second user

Select a codebook for the third user, taking into account
the two previous codewords

B Select a codeword for the third user
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m The first user is interfered by user 2,3 ,4,. ..
m The second user is interfered by user 3,4,. ..
m The third user is interfered by user 4,...

D. Calabuig

m User ordering is an important parameter of DPC
m It has to be optimized
m The optimum might be a combination of different
orderings, which are shared in time (time-sharing)



Dirty paper coding

Achievable rates of one ordering
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tions m Q= E[xkxf(]: Covariance matrix of the signal of user k
D @R m Hy: channel matrix of user k
S m Z, = E[z,z}]: Noise covariance matrix at user k
m 7: users permutation function, that is, = (j) is the user in
the j-th position
m Achievable rate of user k in ordering r:

Zi+ Hie (Snr Q) Hi
2t B (S Qo) H|

ry < —Iog

m Remember that Q@ = S_5_, Qx must satisfy certain
power constraints
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cxgtlesr;g\r/e ﬂ—*’ that iS, ﬂ-*(1) = 17' o 77T*(K) - K
<! log £t (Zf ‘Qf)
"2 7 \Zy 4 Hy (Z/ 2QJ>HT
1 |[Z2+H; (ZI 2Q/>
< ;log
22+H2< )
1, ‘zK+HKQKHI<
=29z

Go to SIC —
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: of the GBC
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r m We just need a convex combination of K + 1 rate
tions 7 y
S o vectors (Carathéodory’s theorem)
. Calabuig
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Dirty paper coding

Achievable rates of DPC
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cooperative . .
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D. Calabuig B o, > 0: Portion of time where rate vector m is used

[ Qf(m): Covariance matrix of the k-th user signal in rate
vector m

m Achievable rate of user k (including time-sharing):
m )zk +Hi (St Q) ) Hi ]

.|.

m=1 )Zk + Hy (Zj>7r,;1(k) Qﬂ'm(j ) H ’

m QM = Zfﬂ Q&m) must satisfy the power constraints
forallm,and ) am=1
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Multiple access channel
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m A multiple access channel is a probability transition
function fu(y|x1,...,Xk)
m The capacity region was found in the early 70’s [5, 6]
mletSC{1,...,K},andS={k|1 <k <K, k¢ S}
m Letx(S) = {xk|k € S}
S o< 1H(x(8):yIx(8)), vSc{1,....K}
keS

m for certain [, f, (xx) such that all f, satisfy the power
constraints




Multiple access channel
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Gaussian multiple access channel
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m Number of users: K
m Signal of user k: X

buig

K
y=> Hixc+z
k=1

m Forall k, Q = E[xkx,T(] must satisfy certain power
constraints
m Successive interference cancelation (SIC) and
time-sharing achieve the capacity region
m This is also true for the general multiple access channel
(not only Gaussian)
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Successive interference cancelation
How does SIC work?
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m The first user is interfered by user 2,3 ,4,. ..
m The second user is interfered by user 3,4,. ..
m The third user is interfered by user 4,...

m This scheme is equivalent to DPC
m The user ordering has to be optimized too

m The optimum might be a combination of different
orderings (time-sharing)



Successive interference cancelation
Achievable rates of one ordering
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tions m K!: Number of user orderings

o e m Qy: Covariance matrix of the signal of user k

m H,: Channel matrix of user k

m Z: Noise covariance matrix at the receiver

m 7 users permutation function

m Achievable rate of user k in ordering :
‘Z + 2 jmr-1(k) Hr( ’
‘Z + Z/>7r*1(k) HTF(/ 7r(/ ’
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Achievable rates of one ordering
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+ Come back to DPC
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& Z+ Y[ HQH]| 2 7 |Z+ S HOH]|
R o0 Z+ 3 HQH]
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ka< |z’

m The sum rate is a concave function of the covariance
matrices
m If the power constraints are convex, the maximization of
the sum rate is a convex problem
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Achievable rates of SIC
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34/43 ® on > 0: Portion of time where rate vector mis used

[ Qf(’”): Covariance matrix of the k-th user signal in rate
vector m

m Achievable rate of user k (including time—sharing):

z o H QM HE
e < % Z amlog ‘ - Zl>7r ") v ”"’(/ :m /))
m=1 ‘z + Zj>7r 7l'm(/)c’mn(j H j))
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m Let P58 be the set of feasible covariance matrices of a
GBC

m Let CB (f2, PB) be the capacity region of the GBC
m Change the superscript B with M for the GMAC

D. Calabuig

Duality m The GBC (f£,P5) and the GMAC (M, PM) are dual if
and only if

B (ff?,PB) —cM (f,’,‘/’,PM)
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Why is duality important?
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m If a rate vector is achievable in a GBC (GMACQC), it is
achievable in the dual GMAC (GBC)

m The optimum rate vector of a GBC (GMAC) is also
optimum for the dual GMAC (GBC)

Duality m |t is usually easier to work with a GMAC than a GBC
m We can look for rate vectors in the dual GMAC
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cooperative m Sum power constraint:

PB: {(Q1>"'7QK)

K
tr(ZQk> <P,Qk>'0}

k=1

m All users with identity noise: Z1 = --- =2k =1

pually Dual GMAC
m Sum power constraint:

PM:{(Q1,...,OK)

K
D tr(Qk) < P,Qx = 0}
k=1

m Noise /, and hermitian channels H,’f’ = HfT
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Sum power constraint
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m The optimum transmission parameters (orders,
time-sharing weights and covariance matrices) can be
computed from the dual GMAC
m The optimum orders are reversed
m The optimum time-sharing weights are the same

Duslity m The optimum covariance matrices can be computed as
in [7]
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Linear power constraint
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tions m Previous duality was generalized by Yu [8] to any linear

D. Calabuig pOWer ConS'[raIn'[
4043 m The idea is to change the linear constraint with the
noise

m The ideas of [8] can be used to further generalize
duality to many linear constraints

m However this requires more elaboration (see [8] for
more details)

Duality
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D. Calabuig PB — (01’ ceey QK) tr AZ Qk S P, Qk — O
41/43 k=1
m Users with any noise: Z4,...,Zk
e Dual GMAC

m Linear power constraint:

K
PM = {(01,...,0,0 > tr(Z4Qx) < P, Qx EO}

k=1

m Noise A, and hermitian channels HY = H,‘(BT
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